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ABSTRACT

This paperdescribesindevaluatesa simpleandgenerakolutionto
the handlingof compoundnounsin Swedishand otherlanguages
in which compoundscan be formed by concatenatiorof single
words. Thebasicideais to split compoundsnto their components
andtreatthesecomponentgsrecognitionunits equivalentto other
wordsin thelanguagemodel.By usingaprincipledgrammasbased
language-processirgrchitecturejt is thenpossibleto accommo-
dateinputin split-compoundormat?

1. INTRODUCTION

In mary languagesncludingGermanpPutch,SwedishFinnishand
Greek,compoundnounscan be formed by concatenatiorof sin-
gle nominals.For example,in Swedish‘folk” and“musik” canbe
put togetherto form “folkmusik” (folk musig, andthisin turn can
be combinedwith “grupp” to form “folkmusikgrupp” (folk music
group), andsoon. In mostpreviously reportedwork, suchasthe
widely publicizedSQALE project,compounddave beentreatedn

the sameway asary otherwords. However, asthe vocahulary size
grows, the productve natureof compoundingmales this kind of

approachincreasinglylessfeasible;the mostobviousindicationof

theproblems seriousnesis themagnitudeof the out-of-vocatulary
(OQV) rate. For example,in an experimenton SQALE training
texts [8, pagel86], using 20000-word lexicons for both German
andEnglishresultedn a7.5% OOV ratefor Germarand2.5% for

English. The Germanlexicon hadto be extendedto 64000 words
to obtainOOV ratessimilarto thoseof the 20000-word lexicon for

English.

Resultdik e thosequotedabove stronglysuggesthattreatingcom-
poundsin the sameway as otherwords is not satishctory Two
recentpapersaddresghis issue. Spies[12] reportsresultson an
isolated-verd large-wocalulary Germandictation application, in
which the componentof compoundsratherthanthe compounds
themseles, were treatedas units. Geutner[7] describesa more
elaboratenethod alsoimplementedor Germanjn whichfull mor
phologicaldecompositiorof wordswasused. Both authorsreport
unspectaculdout encouragingnitial results.
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This paperdescribesndevaluatesa simpleandgenerakolutionto
the handlingof Swedishcompoundnhouns,carriedout in the spirit
of thework reportedin thetwo abose-mentionegapers.Syntacti-
cally, semanticallyand phonologically Swedishcompoundnouns
are similar to English compoundnominalsexcept for the obvi-
ousdifference: English orthographyinsertsspacesetweencom-
ponentswhile Swedishomitsthem. Theseobserationssuggested
to usthatSpies'stratgyy shouldbeanappropriatavay to attackthe
problem: splitting compoundsnto their componentsandtreating
thesecomponentssrecognitionunits equivalentto otherwordsin
thelanguagemodel. In contrastto Spies,however, our recognizer
is for continuousspeechandis embeddedn a spolen language
understandingystem. It is thusnecessaryiot only to recognize,
but alsoto reassemblandmale senseof the split compoundsthe
meansgto do this beingprovided by the language-processingod-
ulesof the system.

We believe that our methodsshouldhandleverbalandotherkinds
of compoundsquallywell; however, sincenouncompoundingn

Swedishis more productie, andthe otherkinds of compoundess
commonin our material, we have chosenhereto concentrateon

nouns.Inflectionalmorphologyis alessseriougproblemin Swedish
thanin German(in particular Swedishverbsare not inflectedby

eithernumberor person).For thisreasonwe decidedhatfull mor-

phologicaldecompositiora la Geutnerwould probablynot justify

theadditionalcompleity introduced.

Our approachhas beenfully implementedwithin a Swedish-to-
Englishversionof the Spolen LanguageTranslator{10, 11]. The
systemis capableof translatingspolen utterancesrom the Air
Travel Planning(ATIS) domainfrom Swedishinto English,usinga
vocahulary of aboutl 500words. Continuousspeakr-independent
speectrecognitionis performecby a Swedishversionof the DECI-
PHER(TM) recognizef9], andlanguageprocessings providedby
a Swedishversionof the SRI CoreLanguageEngineg[3, 6].

Therestof the paperis organizedasfollows: Section2. describes
the corpusmaterialusedfor otheexperiments Section3. describes
experimentsinvolving the Swedishspeechrecognizeralone, and

Section4. describedurther experimentson the full speechrans-

lation system.Section5. present®ur conclusions.



2. CORPUS

Thecurrentversionof the SLT systenoperatesn theATIS domain.
For English,thereis acarefullycollectedcorpusof about20000ut-
terances.No correspondingorpusexistedfor Swedishwhenthe
currentprojectstartedin 1995. We have gonethroughseveraliter-
ationsof creatingsuccessiely more realistic Swedishversionsof
the ATIS corpus. The experimentdescribecherewere performed
using Versionl1 of SwedishATIS (hereafter'ATIS-S-1"). A sec-
ond versionof SwedishATIS, constructedincethen,is described
briefly in Section5., andathird versionis currentlybeingcollected.

ATIS-S-1was producedby the following process. First, a set of
about5 000original EnglishATIS utterancesvasrandomlyselected
from the full English ATIS corpus. Four randomlyselectedsub-
sets,eachof about2 800 sentencesyeretheneachtranslatednto
Swedishby eachof four differentTeliaemplg/ees.Finally, there-
sulting Swedishsentencesveredivided, roughly equally between
100native speakrsof the Stockholmdialectof Swedishor reading
andrecording. In total, 11275 sentencesvererecorded of which
10831sentencewereusedior trainingand444heldoutfor testing.
The primary goal of this initial corpuscollection effort wasrapid
creationof training materialfor a first versionof the Swedishrec-
ognizer A secondarngoalwasto provide basictext resourcegor
usein the developmentof the Swedishlanguage-processingod-
ules.

Theorthographidranscription®f the ATIS-S-1sentencewerefur-

therprocessedb createwo differentversionsof thetext corpus.In

thefirst, “split” version,all compoundwords,including numbers,
weresplit into their componentsin the second,'unsplit” version,
only numbersweresplit. In both casesthe numberswveresplit be-
causet would befutile to try to list themin thelexicon; the same
approachwastaken in the GermanSQALE experiments[8, page
186].

The split and unsplit versionsof the ATIS-S-1text were usedto
train two different versionsof the Swedishrecognizer The two
versionsof therecognizedifferedonly in termsof vocalulary and
languagenodel. Therecognitionvocalulary consistedf the setof
all surfacewordsin therelevantversionof the corpus.The bigram
languagemodelwas calculateddirectly from the corpus,without,
for example, backingoff surfacewordsto classes.

3. SPEECH-RECOGNITION
EXPERIMENTS

To comparethe split and unsplit approachesat the recognition
level, we performedwo experimentswith respecto word-errorrate
(WER), usingdatafrom thefull setof 444testsentencewith 3584
unsplitwordsand3 758 split words. In oneexperimentsplit train-
ing dataanda split lexiconwereusedfor languagemodeling;in the
other unsplittraining dataandan unsplitlexicon wereused. The
resultsareshawvn in Tablel.

Sincethetotal numberof wordsis differentin the split andunsplit
casesthe WER with respecto compoundsanbe measuredh two
ways. More specifically the following two methodsfor calculat-

Split Unsplit
WERwith respecto
compounccomponents | 7.9% 8.2%
(methodl)
WERwith respecto
full compounds 8.3% 8.7%
(method?)

Table 1: Word-errorratesobtainedn the experiments.

ing the WER wereused:In thefirst one,correspondingo thefirst
row of Table1, a splitting function, which (for the purposeof the
experiments)s usedfor mappingcompoundgo their components,
wasappliedto both the hypothese$rom the recognizerandto the
references(This functionmodifiesonly the unsplitdata.) We then
comparedhe newly formedhypothesesndreferencedo getthe
WER. Thus,in this casethe WER was calculatedwith respectto
thecompounccomponents.

In thesecondnethod correspondingo thesecondow of thetable,

thesamesplitting function,but with mappingof numbergemoved,

wasusedin the reversedirectionto mapall the compoundcompo-

nentsin both hypothesesandreferencedackto their compounds.
Theresultwasthenusedfor computingthe WER. Thus,in thiscase
the WER wascalculatedwith respecto thefull compounds.

¢ Fromthepointof view of languagerocessingit is themain(bold-
faced)diagonalthatis of primary relevance,sincewhat we want
to comparearerecognizershatoutputeithersplit or unsplitwords.
Thesdiguresshav amodesimprovementin WER. Theotherdiag-
onalhasbeenincludedto provide a fair comparisorfrom the point
of view of speech-recognitioperformance.

As for the unsplit casein method1, we have the methodological
problemthat compoundwordsaswell astheir componentsarein
the recognizedexicon. Thereis thusa good chancethat the rec-
ognizerwill outputthecomponentsyhereaghereferenceontains
the compound. This will thenbe countedas one substitutionfol-
lowed by oneor moreinsertions. It canbe amguedthatthe confu-
sionbetweera compoundandits componentss not a majorerror.
Method 1, appliedto the unsplitcase remaovesthis ambiguityand
givesaperformancdigurethatcanbecomparedvith thesplit case.

Method?2 canbe saidto simulatea language-processirgystemin

the senseof reassemblinghe compounds.In mostcasesthis re-
versemappingis straightforvard,but therearecasesn whichapo-
tential compounddoesnot actuallyconstitutea compoundvhereit

occursin asentencefor example thetemporalnounphrase¢man-
dag eftermiddag”(Monday afternoorn hasa corresponding:om-
pound “mandageftermiddag”.However, the two forms differ in

meaning(andarealso prosodicallydistinct). Sincemethod?2 cre-
atesacompoundrom every sequencef wordsthatin somecontext

couldbe acompoundjt doesnot take this differenceinto account,
andin this sensahefiguresin the secondow of Table1 areimper

fect.

As a comparisonthe WER in the unsplit casewithout the reverse



mappingis 9.3%. This numberis relevantto taskslike dictation,
wherea confusionbetweera compoundandits componentsvould
beconsiderednerror

4. SPLIT VS UNSPLIT COMPOUNDS
IN SPEECH UNDERSTANDING

Theresultsin Section3 shav that compoundsplitting produceda
modestimprovementin the recognizes WER. In the contet of a
speechindestandingsystemlike SLT, however, the mostrelevant
criterion for successs the effect on end-to-endperformance. An-
other questionof practicalimportanceis the extent to which the
language-processingodulesneedto be alteredto accommodate
inputin split-compoundorm.

4.1. End-to-end performance evaluation

To testthe effect of compoundsplitting on end-to-endsystemper
formance we usedthe 444-sentenctestsetasinput to two exper
imentsinvolving languageprocessingas well as speechrecogni-
tion. Thetwo setsof N-bestspeectypothesidists wereeachpro-
cessedhroughthe successie stagef Swedishanguagenalysis,
Swedish-to-Englishransfer and Englishlanguagegeneration.Fi-
nally, thetwo setsof EnglishoutputswerepairwisecomparedLan-
guageprocessingvascarriedoutusingarobustfallbackmechanism
(describectlsavhere),sothata translationwvasalwaysproduced.

We have noticedwhentestingand demonstratinghe SLT system
thatpeoplegive widely differentjudgmentsasto whethera transla-
tion is “acceptable”.Indeed,jt seemsunlikely to usthatthis notion

canbe given a cleardefinitionindependenbf a specificcontet of

use. We have also obsered, however, thatthereis much greater
agreemenbn the relative quality of differenttranslations. Given

two candidatedranslationf the sameutteranceit is normally not

controversialto claim thatoneis betterthanthe other or thatthey

arein practiceequallygood.

Ourexperimentsnvolved444testutterances4 1 of which gaverise
to differenttranslationsvhen compoundsplitting wasintroduced.
These41l utterancewvere examinedby threeindependenjudges,
whowereall native spealkrsof Englishandfluentin Swedish Each
utterancevaspresentedogethewith thetwo candidatéranslations
producedby the “split” and “unsplit” versionsof the system,re-
spectvely: eachjudgewasasledto statewhethertranslationl was
betteror worsethantranslatior2, or alternatvely thatneithertrans-
lation wasclearly betterthanthe other The orderin which thetwo
translationsverepresented-thas, “split” before“unsplit” or vice
versa-wasdecidedrandomlyin eachcase.Theresultsaresumma-
rizedin Table2. Agreemenbetweernthejudgeswasgood: in only
five sentencesut of the 41, a pair of judgesgave oppositejudg-
mentsonemarkingthesplit versionasbetterandtheothermarking
it asworse.

It is interestingto notethatalthoughthe unsplitversionwasin sev-
eralcasedetterthanthesplit one,theerrorsin thesplit translations
were never actually causedoy failure on the part of the CLE (see
Section4.2)to reassembla split compound.

Split | Unsplit | Unclear

better| better
Judgel 19 12 10
Judge2 24 11 6
Judge3 19 10 12

Table 2: End-to-endevaluation comparisongiving eachjudges
preferencedor utterancesvherethe translationwas affected by
compoundsplitting.

4.2. Language processing for split compounds

Languageprocessingn SLT is carriedout by the CoreLanguage
Engine (CLE), a generallanguage-processingystem,which has
beendevelopedby SRI Internationaln a seriesof projectsstarting
in 1986. The original systemwasfor Englishonly. The Swedish
version[6] wasdevelopedin a collaborationwith the Swedishin-
stituteof ComputeiScienceTheCLE is extensvely describeclse-
where[1, 2, 3], soweonly give theminimumbackgroundecessary
for understandingur handlingof compounds.

The basicfunctionality offered by the CLE is two-way translation
betweersurfaceform andarepresentatiom termsof alogic-based
formalismcalledQuasiLogical Form (QLF). The modulesconsis-
tuting a versionof the CLE for a given languagecan be divided
into threegroups,which we referto as“code”, “rules; and“pref-
erences”"The“code” modulesconstitutethelanguage-independent
compilersandinterpretershatmake upthebasicprocessingngine;
theothertwo typesof modulebetweerthemconstituteadeclaratie
descriptiorof thelanguage.

The“rules” containdomain-independeméxico-grammaticainfor-
mationfor thelanguagen questionithey encodea relationshipbe-
tweensurfacestringsandQLF representations hus,for ary given
surfacestring,therulesdefinea setof possibleQLF representations
of that string. Corversely given a well-formed QLF representa-
tion, therulescanbeusedto producea setof possiblesurface-form
realizationsof the QLF. The codemodulessupportcompilationof
the rulesinto forms that allow fast processingn both directions:
surface-form— QLF (analysis)andQLF — surface-form(genera-
tion).

Therelationshipbetweersurfaceform andQLF is in generamary-

to-mary. “Preference’modulescontaindatain the form of statisti-
cally learneddistributionalfacts,basedon analysisof domaincor-

pora[4]. Usingthis extra information, the systemcandistinguish
betweerplausibleandimplausibleapplicationsof the ruleswith a
fairly highdegreeof accurag.

Theprincipledgrammasbasedarchitecturef the CLE madeit sim-

pleto modify thespeech-languageterface[5] to accommodata-

putin split-compoundormat. Sincemorphologyandsyntaxrules
have the sameform [3, §3.9], all thatwasnecessarwasto change
thestatusof compoundingulesfrom “morphology”to “syntax”. In

alittle moredetail:

e Declarationsveresuppliedto identify somemorphologyrules



asspecificallycompoundingules.

e A switchwasaddedwhich,whenOn,allowedthedesignated
morphologyrulesto be usedassyntaxrules.

After alittle experimentationit alsoturnedoutto be adwantageous
to adda few dozenlexicon entries,to cover wordsthat could po-
tentially be constructecas compoundshut in reality are noncom-
pounds. Thesewere automaticallygeneratedrom the lexicon by
using a simple algorithm. No other changedo the systemwere
made,andthe adaptatiorprocesgequiredonly two person-dayef
work.

5. CONCLUSIONS

To summarizeheresultsof ourexperimenton ATIS-S-1,we found
thatcompoundsplitting introducedan undramatidout tangibleim-
provementin both WER and end-to-endsystemperformance. It
decreasedhe vocahulary size for both speechand languagepro-
cessingandrequiredno substantiamodificationof ary partof the
system.Our overall conclusionis thatit is aclearwin.

We were nonethelessomevhat disappointedo find that the im-

provementresultingfrom compoundsplitting was not larger We
believe that onereasonfor this lack of improvementwasthe very
smallnumberof translatorsusedto createATIS-S-1,which led to

anunnaturallyuniform andhomogeneousorpus;in particular the
OOV rateon the testportion, even without compoundsplitting, is

only about0.5%. Preliminaryresultson a nen versionof Swedish
ATIS, ATIS-S-2,supportthis hypothesis.

ATIS-S-2hasbeencreatedn roughly the sameway asATIS-S-1,
but usingamuchlargernumberof translators427in all. Theresult,
a text corpuscontaining4592 sentencesis a considerablymore
reasonablepproximationto a “real” SwedishATIS corpus. We
memgedthe ATIS-S-1and ATIS-S-2corpora,taking half of ATIS-
S-2astestdataandthe remainingmaterialastraining. Examining
this new data,about5 % of all tokensin thetestsetarecompounds,
andthe OOV rateof thefull testsetis 3.0%. In contrastthe OOV
ratemeasuregust on compoundss nearly23%. However, if com-
poundsaresplit, OOV falls from 3.0% to 2.1% (30% relative) on
the whole test-setandfrom 23% to 7% (70% relative) on com-
poundsonly. The above statisticsgive usreasorto expectthatthe
effect of compound-splittingon WER andend-to-encperformance
would berathergreateion amorerealisticcorpus.We hopeto have
testedthis conjectureproperlyby thetime of theconference.
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