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ABSTRACT

This paperdescribe®urwork in developingmultilingual
(SwedishandEnglish) speechrecognitionsystemsn the
ATIS domain.Theacousticomponendf themultilingual
systemsds realizedthroughsharingGaussiarcodebooks
acrossSwedishand English allophones. The language
model (LM) componentsare constructedby training a
statisticabigrammodel,with acommonbackof node,on
bilingual texts, andby combiningtwo monolingualLMs
into a probabilisticfinite stategrammar This systenuses
a singledecodeifor Swedishand Englishsentencesand
is capableof recognizingsentencewith wordsfrom both
languages. Preliminary experimentsshaw that sharing
acoustianodelsacrosghetwo languagesasnotresulted
in improved performancewhile sharinga backof node
at the LM componentprovides flexibility and easein
recognizingbilingual sentenceat the expenseof a slight
increasen worderrorratein somecasesAs aby-product,
the bilingual decodeialsoachieresgood performancen
languagedentification(LID).

1. INTRODUCTION

The aim of this work is to develop a multilingual
speechrecognizercapableof decodinga word string
in ary of a given set of languages. LID is achiered
simultaneously Our approachis to treat all words as
equal tokens regardlessof the languagesthey belong
to. The statisticsof the acousticand languagemodels
are estimated using a multilingual speech database
with orthographic transcriptions.  Language-specific
knowledge s incorporatedinto the systemthroughthe
dictionaryof pronunciationsisedby the HiddenMarkov
Models (HMMs) and by specifying phone classesthat
may contain phonesfrom differentlanguages. In this
initial system, the phone sets do not overlap across
languages.The proposedapproacthassomeinteresting
characteristics:

¢ HMMs of allophonegqof ary language}hat belong
to the sameclassesand sharesimilar contexts could
potentiallysharehe sameGaussiartodebooksThis
work will investigatethe effect of Gaussiarsharing
onrecognitionperformance.

e Multilingual LMs can be usedfor improving LID
performance, thus allowing us to incorporate a

high-level knowledge sourcefor LID at the lexical
level.

e The systemis capableof recognizing sentences
spokenin more than one language. Mixing words
from different languages, or code-swithing, is
commonwithin linguistic communitieswherethere
is generafamiliarity with morethanonelanguage.

e In real-time multilingual applications, a single
decodercanbe used. Alternative approachessually
doLID followedby alanguage-specifi@cognizeor
requiremultiple recognizerso runin parallel.

Section2 describedraining issuesin the multilingual
system. Section 3 discusseamultilingual recognition
experiments. Section4 presentsLID related results.
Section5 givesa brief summaryof our work andfuture
directions.

2. MULTILINGUAL TRAINING ISSUES

2.1. Acoustic Training | ssues

In this work, we experimentedwith bilingual (En-
glish/Swedish)recognition systemsfor the Air Travel
Information System(ATIS) domain[6]. To build the
Swedish version of the ATIS database,the English
transcriptionswvere translatedo Swedish. The Swedish
promptswere then read by 100 subjects(50 male, 50
female). For rapid experimentatiorwe used4000 male
utteranceperlanguagestrainingdata[1].

Our main motivation for sharingacousticparameters
acrosghetwo languagess to makebetteruseof available
datain trainingGaussiarcodebooksThatis to say when
featuresof the training datafrom the two languagesre
locatedclosely in the acousticspace,they are usedin
trainingacommoncodebook.

One important issue in multilingual training is the
sharinggranularity: thatis, at whatlevel sharingshould
occur Sincemary phonesfrom the two languagesare
similar, we startedby sharingphoneclasses.The phone
classesvere organizedbasedon placeof articulationfor
vowels and mannerof articulationfor consonants.The
English and Swedish phoneswere groupedaccording
to the following 11 classes: front rounded vowels,
front unroundedvowels, central vowels, back vowels,
diphthongssemvowelsandglides,nasalssibilants,other
fricatives,voicedplosives,andurvoicedplosives,aslisted



[ PhoneClasses | English | Swedish |
Frontunroundedrowels | iy y ih ehaeey i: e eae:
aea
Frontroundedvowels yy: u: oe:oe
oe2o0e2:
Centralvowels uhaxah uae2ae2:
Backvowels aaaoow uww | aaaa:00: a:
ow w
Diphthongs aw oy ay ay
Glides errl rirlj
Nasals mnng mnrnng
Sibilants chjhzzhssh stj rssjsh
Fricatves fthvdhhh fvhth
Voicedplosives bdg bdrdg
Unvoicedplosives ptk ptrtk

Table 1. Swedish and English phone classes.

in Table 1. Notice that this table also includessome
Swedishphonesthat are borrowved from English. These
phonescome predominantlyfrom the mary U.S. city
namedoundin the ATIS corpus.

To better understandthe effect of sharing model
parametersacrosslanguagesat the acousticlevel, two
contrasting sets of phonetically tied mixture (PTM)
acousticmodelsweretrained. One setof modelsallows
English and Swedishphone classesto share Gaussian
codebookgcalledshaedacoustionodel$; theotherdoes
not allow phoneclassesof the two languagedo share
commoncodebookgcallednon-shaedacousticmodel$.
For the non-sharedcoustiomodels thereis a total of 23
classes:10 Englishphoneclassesaand11 Swedishphone
classesplus one pausephoneandonerejectphone. For
the sharedacousticmodels,thereare 13 phoneclasses,
whereeachpair of correspondingghoneclassegrom the
two languagegetsmeigedtoformasinglebilingualphore
class.

In addition to the two setsof PTM acousticmodels
just describedtwo setsof genonicacousticmodelswere
trained [2]. Notice that in a genonic system, HMM
allophonesof a given class sharethe same Gaussian
codebookandthesetsof HMM stateghatsharethe same
mixture componentsare determinedautomaticallyusing
agglomeratie clusteringtechniques.Thesetwo genonic
acousticmodelswere booted from their corresponding
PTM acousticmodels. Therefore,the sharedgenonic
acoustiomodelsallow codebookg$o be sharecamongthe
phonestatesaacrosghetwo languagesandthenon-shared
acoustiomodelsforbid this.

The sharedphoneclassesvere motivatedby linguistic
evidence,and may not be optimal in termsof acoustic
features. Ideally, if we have enoughdata, we should
start with all the phonesof the two languagesand let
the clusteringalgorithm decidewhich phonesshouldbe
in one class. For simplicity, we took a shortcutin this
processandtraineda third setof acousticmodelsusing
a new, larger, setof phoneclasses.Thesephoneclasses
were motivated from the clusteringmap obtainedfrom
theagglomeratie clusteringin the procesof trainingthe

[ PhoneClasses English | Swedish |
Frontunrounded iyyihey i
highvowels
Frontunrounded ehae e eae:aea
non-highvowels
Frontroundedvowels yy: u: oe:oe

oe2o0e2:
Centralvowels uhaxah uae2ae2:
Backhighvowels oW Uw w 00: OW W
Backnon-highvowels aaao aaaa:a:
Diphthongs awoy ay ay
Eng.r axrerr
Eng. | |
Swe.| Il
Otherswe. glides rj
Nasals mnng mnrnng
Fricatves f thv dhhh fvhth
Sibilants chjh zzhssh stjrssjsh
Labial plosves bp bp
Coronalplosies dt dtrdrt
Unvoicedplosives gk gk

Table 2. Swedish and English phone clusters.

sharedgenonicmodels. The new phoneclustersusedin
thesystemaregivenin Table2. We wereunable however,
to obtaingoodresultswith this setof phoneclassesand
furtherinvestigationon thisissuewill beafuturegoal.

2.2. LanguageModéd Training I ssues

In the construction of the LM componentsof the
recognitionsystemsstatisticalgrammarsveretrainedin
theform of bigrambackof modelq4]. Forthepurposeof
comparisonmonolinguakndbilingual LMs werecreated
separately The monolingualLMs were trained using
text from a single language. The bilingual LMs were
trainedusingthe pooledEnglishand Swedishdata. The
latter resultedin a bilingual LM with a single backof
node. Using a single backof node permits hypotheses
with wordsin bothlanguagesandmakesthe systemable
to dealcornvenientlywith code-switchingphenomenaA
negative side effect of this sharedbackof nodeis the
increasegossibility of confusionamongwordsfrom the
twolanguagesaswill beshavnin theexperimentalesults
describedbelon.  For training, we used the available
in-domainEnglishtext with 220,000nvordsandin-domain
Swedishtext with 100,000words. Althoughthereis twice
asmuchEnglishthanSwedishrainingdata,theresultsin
the next sectionshaw thatthe Englishtestsetstill hasa
higherperpleity thanthe Swedishtestset,andword error
on the Englishdatais somavhat higher An alternatve
would have beento use equalamountsof training data
for both languageshut this would have resultedin less
balancedecognitionperformance.

Anotherbilingual constrained M (LM _C) wasbuilt by
combiningthe two monolingualLMs into a probabilistic
finite stategrammar(PFSG)asshavn in Figurel. The
two monolingualLMs sharethe sameinitial and final
nodes,but thereis no transitiongoing from the English
subgrammato the Swedishsubgrammaior vice-versa.
Therefore, the resulting bilingual LM should behae



Swedish Sub-grammar
English Sub-grammar

Figure 1. The constrained LM (LM_C).

Test Shared Shared Genones
Lang. Acoustic | Language| PTM | Genones| with
Model Model LM_C

English No No 7.40 7.04

Yes No 7.79 6.89

No Yes 7.73 7.25 7.21

Yes Yes 8.28 7.12 6.93
Swedish No No 6.72 6.03

Yes No 7.15 6.03

No Yes 7.96 7.02 6.29

Yes Yes 8.00 7.19 6.08

Table 3. English/Swedish word error rates for various
speech recognition systems.

similarly to the two monolingual LMs in most cases.
Thatis, it will not allow a hypothesiswith words from
bothlanguagesandtheconstrained M scorefor a single
languagénypothesisvill bethesameasthecorresponding
monolingualLM scorefor that hypothesis. Effectively,
this approachallows usto run the two language-specific
recognizersn parallel,choosinghelanguagevhosebest
hypothesigjivesthe higherscore[5 3]. We will discusst
furtherin Sectiord.

3. MULTILINGUAL RECOGNITION

In the recognition experiments, six PTM and eight
genonicspeectsystemsvereconstructedAll theEnglish
experimentswere testedon a setof 443 sentencesvith
4660words,while all theSwedishexperimentaveretested
onasetof 267 sentencewith 2337words.

Of the six PTM systems, four systemsconsist of
bilingual acoustic componentsand monolingual LM
components. The remaining two of the six PTM
systemdhave both bilingual acousticandlanguagenodel
componentsoneof themhassharedacousticparameters
acrosghetwo languagesandthe otheronedoesnot. The
bilingual PTM systemwith sharedacousticparameters
uses 13 phone classes. In this case, phonesin the

No. | Vocab | OOV Perplexity
Test | Train Size (%) Non-
Sent. Shared.M | Shared .M
Eng | 20K 1662 0.2 22.4 23.8
Swe | 11K 1264 0.3 14.9 17.7

Table 4. Comparison of English and Swedish
language models.

same class sharethe same Gaussiancodebook. The
non-sharedPTM systemis trainedusing23 classesEach
language-specifisetof phoneshasa separateodebook.

Six of the eight genonic systemswere booted from
their corresponding?TM systems. The sharedsystem
has the sameamountof Gaussiancomponentsas the
non-sharedsystem, to maintain a constantratio of
Gaussiarcomponentgo training vectors. The othertwo
genonicsystemdave sharedaicousticcomponentanduse
theconstrained M (LM _C), describedn Section2.

In additionto thesesystemswe have trainedEnglish-
only and Swedish-onlysystems. The recognitionresults
are the sameas the systemswith bilingual non-shared
acousticcomponentsand monolingualLM components,
asexpected.Thereforeno detailsof theresultsaregiven
here.

Theinitial resultsfor the 16 systemsaresummarizedn
Table 3. The Shaed AcousticModel columnindicates
whetherGaussiarcodebooksaresharedacrosdanguages
in theacousticcomponent®f the 16 systemsA “Yes”in
the Shaed LanguageModel columnmeansthat the LM
hasa single backof nodesharedby both languagesand
the systemusesa single decoderfor the two languages,
while “No” in this columnindicatesthatthe systemuses
amonolingualLM. ThePTM, GenoneandGenonewvith
LM_C columndndicatethatthesystemarePTM systems,
genonicsystemsandgenonicsystemswith LM _C astheir
LM componentgespectiely.

From the table, it is clear that the genonic system
significantlyoutperformghe PTM systemin mostcases,
as expected. However, we must point out that these
differencesn theword recognitionaccurag betweerthe
PTM andgenonicsystemsarelimited by thetotal amount
of trainingdataavailable(4000utteranceperlanguage).

We alsoobsene that sharingacousticparametersloes
not seemto affect the word error rate in general. On
the other hand,using the bilingual LM, with a common
backof node, built from bilingual text resultsin a
significantdegradationin performance.This degradation
is more significant for the Swedishtest set: 6.03%to
7.02%for the genonicsystemwith no acoustigparameter
sharing. The samecasein Englishresultsin anincrease
from 7.04%to 7.25%,whichis statisticallyinsignificant.
This result could be associatedwith the unbalanced
amountsof English and SwedishLM training dataand
the greaterincreasdn perpleity in the Swedishtestset
comparedo the Englishtestset(seeTable 4).

The LM _C languagemodel describedin Section 2
was constructedto test this hypothesisby balancing
the two monolingualLMs. The recognitionresultsin
the LM_C column in Table 3 showv that there is no
differencecomparedvith thecorrespondingystemawith
themonolingualcomponents.

To provide the functionality of code-switchingand
to keepthe word error rate low, one N-Best rescoring
experimentwasconductedisinganadditionalknowledge
source,languageidentity score (LIS). This knowledge
sourcds usedo penalizgbut notto forbid) therecognitbn



Non-Shared\coustic SharedAcoustic
Test Models Models
Lang. WordMiss | SentMiss | WordMiss | SentMiss
(%) (%) (%) (%)
English 0.4 2.7 0.5 2.9
Swedish 0.8 3.7 0.8 5.2

Table 5. Recognition errors with words from both
languages.

Non-Sharedicoustic | SharedAcoustic
Test Models Models
Lang. SentMiss SentMiss
(%) (%)
English 0 0.2
Swedish 0.4 0

Table 6. Language identification errors after taking
simple majority of words in hypothesis.

hypotheseghat have words from both languages. This
languagedentity scoreis definedasfollows:

maXx ¢, s3 Wordsin X from language
total numberof wordsin X

LIS(X) =

whereE refersto EnglishandSto SwedishandX is an
utterance.

Resultsshav that thereis only a small improvement
in word error rate for N-Bestrescoringusing LIS, even
thoughfewer 1-besthypothesesontainwordsfrom both
languagesfterrescoring.

To conclude the bilingual systemprovidesan efficient
way of pruning unlikely hypothesesfrom the two
languagedy usinga single Viterbi decoder The shared
acoustianodelsleadto acompactystemalthoughit has
not improved recognitionaccurag so far. SharingLMs
acrosdanguage®ffersthe flexibility for code-switching
at the expenseof a slight increasein word error rate in
somecases.

4. LANGUAGE IDENTIFICATION

We analyzedthe LID performanceof the bilingual
systems. Table 5 shows the percentageof words and
sentenceshat containa word in the other languagefor
the LM trained on bilingual texts. We obsenre that
lessthan 1% of the recognizedwords have the wrong
languageidentity. Even betterLID performancecanbe

Non-Sharedicoustic | SharedAcoustic
Test Models Models
Lang. SentMiss SentMiss
(%) (%)
English 0 0
Swedish 0.7 0.4

Table 7. Language identification errors when using
the constrained LM.

obtainedby taking a simple majority of the wordsin a
hypothesigTable 6). Theconstrained M alsoachiees
very goodLID performancegTable7), althoughour task
is not directly comparableto those commonly usedin
LID research7]. Comparedwith LID systemsusing
multiple large vocalulary continuousspeechrecognizers
[5, 3], our systemusesa single Viterbi algorithm to
prunehypothesesn a multilingual spacewhich enables
us to eliminate unlikely languagecandidatesat an early
stage. Furthermore becauseof the sharingof acoustic
models,our systemis morecompactandoffersreal time
performance.

5. SUMMARY

Weinvestigatedheeffectof sharingacousti@andlanguage
modelsfor multilingual speechrecognition.Resultsshav
that sharingparameterscrosstwo languagesnaintains
goodperformanceAs aby-productthebilingual systems
alsoshav goodresultson LID. In future experimentswe
will researclvariouswaysof optimizingtheunconstrained
bilinguallanguagenodelandnew approachefor sharing
acoustianodelsacrosdanguagesandwewill alsoinclude
morelanguage# thesystem.
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