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ABSTRACT

Thiswork is partof a projectaimedat developinga
speechrecognitionsystemfor languageinstruction
that can assesghe quality of pronunciation,iden-
tify pronunciationproblems, and provide the stu-
dentwith accuratdeedbaclkaboutspecificmistakes.
Previous work was mainly concernedwith scoring
the quality of pronunciation.In this work we focus
on automaticdetectionof mispronunciation.While
scoring quantifiesthe mispronunciation,detection
identifiesthe occurrenceof a specificproblem. De-
tectingpronunciatiorproblemss necessaryor pro-
viding feedbackto the student. We usepronuncia-
tion scoringtechniquego evaluatethe performance
of our mispronunciationmodel.

1. INTRODUCTION

This work presentsa methodfor detectingmispro-
nunciationsasa part of a computerbasedanguage
instructionsystem[1, 2]. The goalis to develop a
speechrecognitionsystemfor languagenstruction,
thatcanassesshe quality of pronunciationjdentify
pronunciatiorproblemsandprovide the studenwith
accuratdeedbaclkaboutspecificmistakes.

The basic pronunciationscoring paradigmprevi-
ously developed[3, 4, 5] useshiddenMarkov mod-
els (HMMs) [6] to generatgphoneticseggmentations
of the students speech.From thesesegmentations,
machinescoresare obtainedbasedon HMM log-
likelihoods, phone durations, HMM phone poste-
rior probabilities[1, 7], anda combinationof these
scores[7]. The scoresare computedusing native
acousticmodels, and they representhe degree of
matchbetweenthe nonnative speechandthe native
models. The effectivenessof eachmachinescoreis
evaluatedbasednits correlationwith humanscores
on a large databas®f nonnatve speakersThe best
result was obtainedusing average phone sggment
posteriorprobability, with a correlationof » = 0.58
at the sentencdevel andr = 0.88 at the speaker
level. Thelevel of human-machineorrelatiorfor the
phoneposteriorprobability scorewascomparablédo
thedurationmeasurdor the caseof overall sentence
scoring. Moreover, it performedsignificantly bet-

ter than both likelihood and durationscoresfor the
caseof phone-specifiscoring. Using scorecombi-
nation,weimprovedthesentence-kel correlationto
r=0.62[7].

In this work, we investigateechniquedor detect-
ing mispronunciationgatherthanscoringthe quality
of a given sggment. We developeda mispronunci-
ation modelallowing us to detectphoneswith non-
native pronunciationthatis, mispronouncedTo do
this, we not only modelthe native but alsothe non-
native speechdata. This approactcanbe enhanced
by incorporatingknowledge aboutthe expectedset
of mispronunciationfor agivenpair of languages.

Given the subjective natureof the problem, one
of our main concernsis to validate the resultsby
using humanjudgments. Therefore we collecteda
large databasef humanratingsof overall pronun-
ciation quality, as describedbelow, but have only a
limited numberof humanratingsfor specificphone
segments. To take advantageof the large number
of overall pronunciationratings, we first evaluate
the performanceof the proposedmispronunciation
modelby generatingoronunciationscoresusingthe
modeland computingthe correlationbetweenthem
andthe humanscores.We alsocomparethe perfor
manceof the new pronunciationscoringtechniques
with previoustechniques.

The databasef pronunciationquality we usein
this work consistsof speechfrom 100 natives of
Parisian French(native data)and from 100 Amer
ican studentsspeakingFrench(nonnatve data). A
panelof five Frenchteachergatedthe overall pro-
nunciationof eachnonnatve sentenceon a scaleof
1 to 5 ranging from unintelligible to native qual-
ity. Thesehumanratingsare the referencefor the
sentence-kel scoringobtainedby the machine and
theaveragehumanscoreperspeakeis thereference
for speaketevel evaluation. For a small subsetof
thedatabaseheratersalsoscoredhepronunciation
quality of specificphonesegments A companiorpa-
per[8] presentghe evaluationof automaticpronun-
ciationscoringof specificphonesggments.
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Figure1l. Two pronunciatiometworksfor the word ‘this”: (a)
the original networkwith asinglepronunciatiorfor eachphone;
(b) the mispronunciatiometworkwhereeachphonehastwo al-
ternatve pronunciationsnative (‘na_’) andnonnatve (‘nn_’).

2. MODELING MISPRONUNCIATION

In our previous work, our approachwasto model
speechasa sequencef phoneHMMs trainedwith
native speechdataonly, asshown in Figurel.a. In
this papemwe expandthe modelto be a networkwith
alternatepronunciationsEachphonein the network
canoptionallybe pronouncecitherasa native or as
anonnatve,asshavn in Figurel.b We will referto
this graphasthe mispronunciatiofMP) network.

Native phonemodelsareinitialized usinga subset
of the native training speechdata. Nonnative phone
modelsareinitialized usingthe subsebf thenonna-
tive datathat was scoredlow (in the rangeof 1 to
2) by the humanraters.Thetraining procedurds as
follows. We duplicateeachentry in the dictionary
by assigninga native anda nonnatve variantto each
word. The pronunciatiorof native wordsconsistof
a linear sequencef native phones. The pronunci-
ation of nonnatve words usesthe MP network de-
scribedearlier All the native datais assignedc na-
tive transcription thusonly updatingstatisticsof the
native modelsduring the Baum-Welch HMM train-
ing algorithm. Thenonnatve datais assigned non-
native transcription thus updatingstatisticsof both
thenative andnonnatve phonemodels.Theassump-
tion hereis thatsomeof the nonnatve speakersvill
producespeechasa mixture of native andnonnatve
phones. The Baum-\Welch algorithmwill automati-
cally assignthe appropriateveightto eachalternate
pathin the MP networkduringtraining.

To detect mispronouncedphones we assume
knowledgeof the orthographidranscription An MP
networkis assembleébr thewholeutterancdy con-
catenatingvord models. The expandednetworkis
searchedisingthe Viterbi algorithm. The exactpath
is obtainedfrom the Viterbi phonebacktracewhich
containsa sequencef natve andnonnatve phones.
To evaluateoverall pronunciationquality, we count
the numberof native andnonnatie phonesoundin
thebacktraceasdescribedn the next section.
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Figure2. Normalizedhistogramof sentence-lel mispronunci-
ationscoredor native andnonnatve testutterances.

3. SCORING MISPRONUNCIATION

We developedtechniquedor scoringmispronuncia-
tion basedn thenew modeldescribedabore. Given
this model with two alternatve pronunciationsfor
eachphone ,we generatghoneticalignmentsof the
students speech. The result is the sequenceof
phonesutteredby the studentwith a distinctionbe-
tweennative and nonnatve versionsof eachphone.
From the phoneticalignmentof eachsentencewe
computea mispronunciatiorscore(MP) thatis the
relative ratio of the numberof nonnatve phonesto
thetotal numberof phonesn the sentence:

#(nonnatvephones$
#(phones$

A differentapproactfor scoringmispronunciation
with the new acousticmodelis to perform forced
alignmentswith two linear pronunciationnetworks
(asin Figure 1.a): one consistingof only native
phonesandthe otherone consistingof only nonna-
tive phones.We canusethe likelihood scoresfrom
theseforcedalignmentsandcomputealikelihoodra-
tio scorefor a sentencepr a combinationof these
scores. The motivation for computinga likelihood
ratio scoreis thatit is a way to normalizethe like-
lihood of the native modelsby the likelihood of the
nonnatve models.

To evaluate the performanceof the model, we
computehecorrelationbetweerthemachinescores,
suchasthe MP scoreandthe likelihood scorecom-
bination, and the humanscoresat the sentenceand
speaketevels.

MP =

4. EXPERIMENTAL RESULTS

For simplicity, we evaluate the mispronunciation
model using context-independen{CI) phones. In
previous work we used contet-dependent(CD)



Baseline | MP
ClI CD | CI

Sentence 0.47| 0.53| 0.50
Speaker | 0.82| 0.85| 0.84

Model

Tablel. Human-machineorrelationof the averagephonepos-
terior probability score. The baselineresultsarefor Cl andCD

native modelstrainedwith a native pronunciatiometwork. The
MP resultsarefor Cl native modelstrainedwith the mispronun-
ciationnetworkshown in Figurel.h

phone models to compute phone-posteriebased
pronunciationscores.To verify the effectivenessof

the Cl modelswe first evaluateperformancen pro-

nunciationscoringwhen using Cl and CD models.
We trainedthe Cl modelsusinga normallinearnet-

work of native phonesand usingthe proposedvP

network.Theresultsareshavnin Tablel. We notice
that the correlationwith ClI modelsis very closeto

thatof the CD models andthatthe MP native models
arealmostthe sameasthepreviousnative models.

We performed forced alignmentswith the MP
modelandcomputedhe MP scorefor the utterances
in anonnatvetestsetanda native testset. Figure2
shows a normalizedhistogramof sentence-kel MP
scoresof native and nonnatve testutterances.We
canseethatthe averageMP scorefor nonnatve data
isaboutd.7, while for nativedatait is aroundd.1. We
alsoseea smallregion of overlapin scoresetween
thetwo testsets(betweer).2 and0.45).

When scoringwith the proposedMP model, we
found that somephonesare lessrelevant than oth-
ers.We weightedsomephonedesshewily thanoth-
ers, dependingon their importancefor mispronun-
ciation. We gave the highestweight (=2.0) to the
phonesdentifiedby teachersisthemaostproblematic
for AmericanspeakersThis subsebf phoness the
samesetusedin thework on scoringspecificphone
sgments[8]. An intermediateweight (=0.5) was
given to the other vowels and sonorantgsemvow-
els, and nasalsounds). Finally, the lowestweight
(=0.1)wasgivento the obstruentgthefricativesand
stops).Theweightswereadjustedyy experimentsof
measuringhe correlationwith differentweightcom-
binations. In Table 2 we shon the human-machine
correlationusingthe MP machinescore. The corre-
lationis negative becaus¢éhehumarratingsmeasure
thegoodnes®sf thepronunciatiorandthe MP scores
measurghe mispronunciatiorlevel. The weighted
MP machinescoresweighsthe occurrenceof each
phoneaccordingto its relevance. We can seethat
weighting the phonesimproves correlationat both
sentencandspeaketevels.

In the next experiment,we usedthe setof native
modelsandthe setof nonnatve modelsof the MP
modelseparatelyn testing. Eachtestutterancevas
decodedwice, usingboth modelsets. For eachset

Correlation| No Weight | Weight
Sentence -0.29 -0.36
Speaker -0.45 -0.58

Table2. Human-machineorrelationatthesentencendspeaker
levelsfor themispronunciatiorscorewith andwithoutweighting
of thephoneoccurrences.

we computedthe HMM log-likelihood scores. A
likelihoodratiowascomputecby linearly combining
the native andnonnatvelog-likelihoodscores.

Table 3 shows the correlationswith the weighted
combinationof the log-likelihood scoresalongwith
the correlationsof the native and nonnative log-
likelihood scoresand of the native averagephone
posteriorscore.Fromtheresultswe seethatthisnor-
malizationis very effective andit increaseshe cor-
relation relative to the correlationof the individual
log-likelihood scores. The correlationof the com-
bined likelihood scoreis closeto the correlationof
the native posteriorscore. Theweightsfor the score
combinationwereoptimizedto maximizethe corre-
lation over a separatelatasetfrom the datasetused
to computethecorrelationshavnin thetable.In esti-
matingtheweightsfor thellinearcombinationof na-
tive and nonnatve log-likelihood scores,we found
thatthe weight of the native scorewasalwaysposi-
tive while the weight of the nonnatve scorewasal-
waysnegative, andthey both hadthe sameorderof
magnitude. Sincethe scoresarein a log-scale this
meanghatthe scorecombinationis a normalization
of the native scoreby the nonnatve score. The ra-
tio betweenthe magnitudeof the nonnative andthe
native weightswas0.78 at the sentence-heel corre-
lationand0.75atthe speaketevel correlation.

We performedan initial pilot experimentto vali-
datethe mispronunciatiordetectionalgorithm. We
collectedasmalldatasetof 150utterancefromthree
native Frenchspeakerg2 males,1 female).Thedata
setcontaingive sentenceseadby all threespeakers
andrepeatedeveraltimes. The speakersvereasked
to mispronouncesomeof the phonesin thesesen-
tences. The setof mispronounceghhoneswerethe
setof 10 phonesidentified by teachersasthe most
problematidfor AmericanspeakersThe experiment
was conductedas follows. First, the speakeread
the sentencesiormally (native version). Then, we
markedfour phoneswithin eachsentenceindasked
the speakerto repeatthe sentencdour moretimes
andin eachrepetitionto mispronounceone of the
phonegnonnatve version)while readingthe restof
thesentenc@ormally. Hencewe got20occurrences
of mispronouncecphonesfrom eachspeaker and
we askedthe speakergo repeatthis twice, so that
we have a total of 40 mispronunciationgrom each
speaker Sincethe speakersvere askedto mispro-
nounceonephoneatatime, we alsohave 1600ccur



Correlation| Native Native Nonnatve | Combined
Posterior| Likelihood | Likelihood | Likelihood

Sentence 0.50 0.29 0.06 0.44

Speaker 0.84 0.43 0.08 0.72

Table 3. Human-machineorrelationat the sentenceind speaketevels for the native phoneposteriorscore the native and nonnatve
log-likelihoodscoresanda weightedcombinationof thetwo log-likelihoodscores.

Nonnatve | Native
Occurrencegy 120 480
Error 24% 15%

Table4. Misdetectionerror rate on the nonnatve testsetand
false detectionerror rate on the native testset. The numberof
occurrencess thenumberof phonesegmentsin eachtestset.

rencesof native pronunciation®f the samesubsebf
phonedor eachspeaker

We evaluatedhe performancef the mispronunci-
ation detectionalgorithmusingthis databy generat-
ing phoneticalignmentsandcomputingthedetection
rate on the nonnatve and native test sets. The re-
sultsareshavnin Table4. We askeda humanexpert
to listento the dataandverify thatin the nonnatve
setthephonesvereindeedmispronouncedndin the
native setthey were pronouncedtorrectly It turned
outthatsomeof the machineerrors(misdetectioron
the nonnatve setand false detectionon the native
set)arein agreementith the humanjudgment.For
example,in thenonnatveset,in somecasesthemis-
pronounceghhonesoundedike native phonedo the
humanexpertandto the machine.In othercasesthe
phoneswere mispronouncedby changingthe phone
to anothemphoneandinsertinga phone.Thesevaria-
tionswerenot detectedoy the systemandit maybe
becaus¢hemispronunciatiomid notsoundcloserto
nonnatve thanto native pronunciation.In the native
set,one speakemwas speakingfastin somepartsof
the sentenceand, therefore,somephonesin these
regions were detectedas mispronouncedlue to re-
duction. Anotherspeakemay have a dialectinflu-
enceon the pronunciationof a few phonesthat can
causesomenative phonesto soundmorenonnatve.
Basedon theseobsenations,we believe thatthe er
ror ratesshavn in Table 4 are an upperboundfor
the errorswe cangeton a hand-labeledlatabasef
mispronunciations.

5. SUMMARY

We introduceda methodfor modelingmispronunci-
ation. We evaluatedthe performanceof the model
by computingthecorrelatiorbetweerthehumanand
machinescoresderived from the mispronunciation
model.

We are continuingto work on this problem,and
our goal is to usethe mispronunciatiormodelin a

languagénstructionsystemto detectmispronuncia-
tion andto provide the studentwith precisefeedback
aboutpronunciatiommistakesWe arecurrentlygath-
eringhumanratingstargetedat detectingmispronun-
ciations of nonnatve speakerswhich we will use
for directevaluationof the mispronunciatiormodel
alongthelinesof the pilot studywe performed.
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